Griffin installing steps:
1. Download source code from github
2. Change following lines in \service\src\main\resources\application.properties


spring.datasource.url = jdbc:mysql://localhost:3306/quartz?autoReconnect=true&useSSL=false
spring.datasource.username = root
spring.datasource.password = cloudera
spring.datasource.driver-class-name = com.mysql.jdbc.Driver
hive.metastore.dbname = metastore

3. Change following lines in \service\src\main\resources\sparkJob.properties

sparkJob.file=hdfs:///user/griffin/griffin-measure.jar
sparkJob.className=org.apache.griffin.measure.Application
sparkJob.args_1=hdfs:///user/griffin/env.json
sparkJob.args_3=hdfs,raw
sparkJob.jars = hdfs:///user/griffin/datanucleus-api-jdo-3.2.6.jar\
hdfs:///user/griffin/datanucleus-core-3.2.10.jar\
hdfs:///user/griffin/datanucleus-rdbms-3.2.9.jar
sparkJob.uri = http://localhost:8998/batches


Note: /user/griffin I my HDFS working directory for griffin.

In the same file I have following lines as well which has same variable sparkJob.jars
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Question

· Do I keep both of them?
· Do I have to copy hive-site.xml to HDFS and give the HDFS path in spark.yarn.dist.files?


I have attached my original file: 
4. Change lines in measure/src/main/resources/env.json

"api": "http://localhost:<ES rest port>/griffin/accuracy"

5. Run livy server 
6. mysql -u username -e "create database quartz" -p
7. mysql -u username -p quartz < service/src/main/resources/Init_quartz.sql
8. In main directory run sudo mvn clean install
9. cp measure/target/measure-<version>-incubating-SNAPSHOT.jar measure/target/griffin-measure.jar
10. hdfs dfs -put measure/target/griffin-measure.jar <griffin measure HDFS path>/
11. [bookmark: _GoBack]starting ES server.
12. java -jar service/target/service.jar
13. http://<your IP>:8080


Livy log output:

stdout

Warning: Skip remote jar hdfs:///griffin/griffin-measure.jar.
Warning: Skip remote jar hdfs:///livy/datanucleus-api-jdo-3.2.6.jar.
Warning: Skip remote jar hdfs:///livy/datanucleus-core-3.2.10.jar.
Warning: Skip remote jar hdfs:///livy/datanucleus-rdbms-3.2.9.jar.
java.lang.ClassNotFoundException: org.apache.griffin.measure.Application
	at java.net.URLClassLoader.findClass(URLClassLoader.java:381)
	at java.lang.ClassLoader.loadClass(ClassLoader.java:424)
	at java.lang.ClassLoader.loadClass(ClassLoader.java:357)
	at java.lang.Class.forName0(Native Method)
	at java.lang.Class.forName(Class.java:348)
	at org.apache.spark.util.Utils$.classForName(Utils.scala:176)
	at org.apache.spark.deploy.SparkSubmit$.org$apache$spark$deploy$SparkSubmit$$runMain(SparkSubmit.scala:689)
	at org.apache.spark.deploy.SparkSubmit$.doRunMain$1(SparkSubmit.scala:181)
	at org.apache.spark.deploy.SparkSubmit$.submit(SparkSubmit.scala:206)
	at org.apache.spark.deploy.SparkSubmit$.main(SparkSubmit.scala:121)
	at org.apache.spark.deploy.SparkSubmit.main(SparkSubmit.scala)
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sparkJob.properties
#
# Licensed to the Apache Software Foundation (ASF) under one
# or more contributor license agreements.  See the NOTICE file
# distributed with this work for additional information
# regarding copyright ownership.  The ASF licenses this file
# to you under the Apache License, Version 2.0 (the
# "License"); you may not use this file except in compliance
# with the License.  You may obtain a copy of the License at
# 
#   http://www.apache.org/licenses/LICENSE-2.0
# 
# Unless required by applicable law or agreed to in writing,
# software distributed under the License is distributed on an
# "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
# KIND, either express or implied.  See the License for the
# specific language governing permissions and limitations
# under the License.
#

# spark required
sparkJob.file=hdfs:///user/griffin/griffin-measure.jar
sparkJob.className=org.apache.griffin.measure.Application
sparkJob.args_1=hdfs:///user/griffin/env.json
sparkJob.args_3=hdfs,raw
sparkJob.jars = hdfs:///user/griffin/datanucleus-api-jdo-3.2.6.jar\
	hdfs:///user/griffin/datanucleus-core-3.2.10.jar\
	hdfs:///user/griffin/datanucleus-rdbms-3.2.9.jar
sparkJob.uri = http://localhost:8998/batches

sparkJob.name=griffin
sparkJob.queue=default

# options
sparkJob.numExecutors=2
sparkJob.executorCores=1
sparkJob.driverMemory=1g
sparkJob.executorMemory=1g

# shouldn't config in server, but in
sparkJob.jars = hdfs:///livy/datanucleus-api-jdo-3.2.6.jar;\
  hdfs:///livy/datanucleus-core-3.2.10.jar;\
  hdfs:///livy/datanucleus-rdbms-3.2.9.jar

spark.yarn.dist.files = hdfs:///home/spark_conf/hive-site.xml

# livy
# livy.uri=http://10.9.246.187:8998/batches
livy.uri=http://localhost:8998/batches

# spark-admin
# spark.uri=http://10.149.247.156:28088
# spark.uri=http://10.9.246.187:8088
spark.uri=http://localhost:8088


