Logical Volumes  --  After the install

Most of the steps are done manually because of a problem in Yast.  I have heard that if you take the right update this will be fixed.  I think the problem comes from the system not writing to the fstab file correctly or the volumes are not made known to the system.  

Link to doc on LVM:  (shows sample outputs)
http://publib-b.boulder.ibm.com/Redbooks.nsf/RedbookAbstracts/tips0128.html?Open
Or see document:  LVM.doc (saved with this doc)
1)
Start Yast from Putty (as root user).

2)
Go to Hardware -> DASD
3)
Select and format the dasd MDISKs you would like to use.  (8 max at a time)

4)
When finished Next and Quit out of yast

5)
From the Linux command prompt as root partition the dasd’s making the entire disk one partition.   (the a flag creates a single partition from a formatted dasd)


Ex:
fdasd –a /dev/dasdd

Do for each dasd in lvm or write a bash script to run all.

6)
Create physical volumes for each DASD that will be included in the logical volume. This can be done for all DASD by using one command, or one at a time by using multiple pvcreate commands, as follows:
# pvcreate /dev/dasdc1 /dev/dasdd1
7)
Show the currently defined physical volumes by using the pvscan command:
# pvscan 
pvscan -- reading all physical volumes (this may take a while...)
pvscan -- inactive PV "/dev/dasdc1" is in no VG [140.53 MB]
pvscan -- inactive PV "/dev/dasdd1" is in no VG [140.53 MB]
pvscan -- total: 2 [281.06 MB] / in use: 0 [0] / in no VG: 2 [281.06 MB] 
8)
Create the volume group by using the vgcreate command. All physical volumes to be included in the group must be specified in the command, as follows, where lvmdata is the name you give to the volume group:
# vgcreate lvmdata /dev/dasdc1 /dev/dasdd1 
vgcreate -- INFO: using default physical extent size 4 MB
vgcreate -- INFO: maximum logical volume size is 255.99 Gigabyte
vgcreate -- doing automatic backup of volume group "lvmdata"
vgcreate -- volume group "lvmdata" successfully created and activated 
9)
Display the volume group just created by using the vgdisplay command, as follows:
# vgdisplay /dev/lvmdata
--- Volume group ---
VG Name lvmdata
VG Access read/write
VG Status available/resizable
VG # 0
MAX LV 256
Cur LV 0
Open LV 0
MAX LV Size 255.99 GB
Max PV 256
Cur PV 2
Act PV 2
VG Size 272 MB
PE Size 4 MB
Total PE 68
Alloc PE / Size 0 / 0
Free PE / Size 68 / 272 MB
VG UUID fxozbU-5VqJ-v5FG-LfIV-JcyK-1Jbh-KHXd2N

The reported VG SIZE is used in the next step 
10)
Create a logical volume using the VG SIZE noted above where vol1 is the name you give to the volume (you can use the whole vg or make several lvm’s out of it; in this example only one is created):
# lvcreate -L 272M -n vol1 lvmdata
lvcreate -- doing automatic backup of "lvmdata"
lvcreate -- logical volume "/dev/lvmdata/vol1" successfully created

If you get this message: Insufficient free extents (1172) in volume group app_vg: 1173 required, reduce the space by a small amount (272M=271M)
11)
Display the logical volume just created by using the lvdisplay command, as follows:
# lvdisplay /dev/lvmdata/vol1
--- Logical volume ---
LV Name /dev/lvmdata/vol1
VG Name lvmdata
LV Write Access read/write
LV Status available
LV # 1
# open 0
LV Size 272 MB
Current LE 68
Allocated LE 68
Allocation next free
Read ahead sectors 1024
Block device 58:00
12)
Creating a file system on the logical volume
a)  After the logical volume is created, a file system can be installed on it.

Ex:  mkfs –t ext3 /dev/lvmdat/vol1
Where ext3 is the type of file system that you want to use.

b)  The file system can now be mounted, as follows:
      
# mkdir /data
   
# mount /dev/lvmdata/vol1 /data
c)  Or you may add entries to the /etc/fstab file and type mount –a. at the prompt


Ex:
/dev/dasda1    
/      
ext3   
acl,user_xattr 
1 1

/dev/dasdc1    
 swap   
swap    
pri=42 

0 0

devpts  

/dev/pts
devpts  
mode=0620,gid=5 
0 0

proc    

/proc   
proc    
defaults 

0 0

sysfs   

/sys    
sysfs   
noauto 

0 0

/dev/vg1/vol1   
/apps   
ext3    
acl,user_xattr 
1 2


(Note:  Be sure to always save a copy of the original fstab)

d)  Type:  mkinitrd at the command prompt


     Type:  zipl at the command prompt

(These will allow Linux to pick up the volume groups and logical volumes at boot) (If you do not do this reboot will hose your Linux image)

